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FilterRAG framework

Fig. Two OK-VQA samples that depend on external
knowledge about food and sports.

Background and motivations

Address hallucinations and OOD
vulnerability in knowledge intensive VQA

Motivations and challenges:

FilterRAG: A retrieval-augmented
approach that grounds VQA responses
in external knowledge.
Zero-shot Learning: Enhancing
retrieval and reducing hallucinations in
OOD scenarios.
Comprehensive Evaluation: Evaluation
on the OK-VQA dataset, demonstrating
robustness and reliability for knowledge-
intensive tasks. 

Calibrate combined confidence from
retrieval and generation for safe filtering.
Map hallucination triggers under
knowledge heavy questions and weak
retrieval.
Test OOD robustness across controlled
category splits.

Contributions:

Fig. Overview of FilterRAG architecture: A step-by-step process integrating
frozen BLIP-VQA with Retrieval Augmented Generation (RAG). The
system retrieves knowledge from Wikipedia and DBpedia, augments image-
question pairs, and uses frozen GPT-Neo 1.3B to generate answers.

Quantitative evaluation on FilterRAG

Ablation study

Fig. Grounding score comparison
across methods

Fig. Effect of grid sizes on
accuracy and grounding score

Qualitative evaluation Takeaways

Retrieval grounding reduces
hallucinations
External retrieval improves OOD
robustness
Balanced image grids improve
grounding and accuracy
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Tab. Performance comparison of SOTA methods on the OK-VQA dataset

Goal:

Fig. Comparison of model accuracy
across settings


